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Beyond diagnostic 
classifiers

 Diagnostic classifiers/regressors
 non-trivial to apply to structures such as syntax 

trees
 Workarounds

 Tree-depth, topmost constituent labels 
(Conneau & Kiela 2018)

 Edge probing (Tenney et al. 2019)
 Our solution: RSA + tree kernels



  

RSA

Kriegeskorte, N., Mur, M., & 
Bandettini, P. A. (2008). 
Representational similarity 
analysis-connecting the branches 
of systems neuroscience. Frontiers 
in systems neuroscience, 2, 4.



  

Representational 
similarity: an example

Utt 1 Utt 2 Sim 1 Sim 2

A slice of pizza A bowl of salad 7.0 6.2

Two dogs run A kitty running 8.0 9.0

A yellow and white bird A kitty running 3.0 4.5

Correlation between similarity 1 and similarity 2



  

Structured Spaces

 RSA is applicable whenever we can 
define a similarity/distance metric 
WITHIN spaces A and B.

 Crucially, no need for a metric 
BETWEEN A and B

 A can be a vector space, while B can 
be a space of strings/trees/graphs.



  

Tree Kernels

Collins, M., & Duffy, N. (2002). Convolution kernels for natural language. 
In Advances in neural information processing systems (pp. 625-632).



  

Simple synthetic 
language

 Well understood syntax and 
semantics

 Possible to fully learn by RNN
 Validate RSA approach

Similar to Hupkes et al (2018).



  

Arithmetic expressions

((6+2)-(3+7))



  

Syntax and semantics

((6+2)-(3+7))    
   (8 – 0)
      8
  

Example:



  

Representations and 
(dis)similarity functions

 This part is confusing


 Semantic 
 Expression value | absolute difference

 Syntactic (simple)
 Expression depth | absolute difference

 Syntactic (full)
 Expression tree | tree kernel



  

Neural (LSTM) models

Identical encoder architecture
 Random (untrained)
 Semantic evaluation

(6 – (2 + 3)) → 1
 Tree depth 

(6 – (2 + 3)) → 2
 Infix-to-prefix 
(6–(2+3)) → (-6(+23))



  

Results



  



  

RSA
REGRESS

 Need an example here


 Given reference expressions R
 For each expression of interest, embed in vector space 

by measuring similarities to R
 Source similarity σk – cosine in neural represention space
 Target similarity σl – e.g. tree kernel

 Predict vectors embedded via σl from vectors embedded via σk



  

Properties of RSA
REGRESS

 

 Like diagnostic model, focus on 
prediction, not correlation of 
complete representation space

 Like RSA, easy access to 
structured symbolic 
representations via similarity 
embedding



  

Results



  

Results on English

 Infersent (Conneau 2017) 
 trained on NLI

 BERT (Devlin et al. 2018) 
 trained on cloze and next-sentence 

classification
 Random versions of these



  



  

BERT layers



  

 Paper

openreview.net/forum?id=ryx35Ehi84
 Code

coming soon
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